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Joint work with Antonino Abbruzzo, Giada Adelfio and Félix Francés
Universitat Politècnica de València
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Motivations and Aims

Motivations:

Hydrological predictions are valuable for risks assessment,
water resources management, and ecological issues [1].

Quantifying the uncertainty of predictions are essential for
decision-making [2].

Aims:

To introduce a new hydrological post-processor based on
summary statistics and free-likelihood function.

To compare the performance of the new Approximate
Bayesian Computation (ABC) post-processor with the
MCMC post-processor.
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Uncertainty in Environmental Models
Why should we be interested in uncertainty?
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Hydrologic Post-processing

Hydrologic post-processors are statistical models that
relate observations with hydrological predictions [3].

We select the linear model post-processor

yt � β0 � β1ŷt � εt , (1)

The ABC produces draws from an approximation of the
posterior distribution of θ � pβ0, β1, σ

2q, i.e.

ppθ|yq9ppy|θqppθq

We assume flat uniform priors for β0, β1, and σ2 and
Yt |θ � Npµt � β0 � β1ŷt , σ

2q (NQT)

The approximate predictive uncertainty formally defined as

gpyT�1|ŷq �

»
Θ
ppyT�1|θ, ŷqpεpθ|ηpŷqqdθ (2)
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Basic Approximate Bayesian Computation (ABC)
algorithm

ABC is probably the most important likelihood-free
methodology [4].

Algorithm 1 ABC accept/reject algorithm

1: θi , i � 1, . . . ,N from ppθq
2: zi � pz i1, z

i
2, . . . , z

i
T q
J, i � 1, . . . ,N, from the likelihood,

pp�|θi q
3: Select θi such that:

dtηpyq, ηpzi qu ¤ ε

where ηp�q is a vector statistic, dt�u is a distance criterion,
and, given N, the tolerance level ε is chosen to be small.
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What make valid predictions?

Reliable: Predictions
statistically consistent with
observed data

Precise: Small
uncertainty in predictions

Unbiased: Predictions not
showing an unfair
tendency

Figure: Reliable, precise, and
unbiased

(a) Reliable but
imprecise

(b) Precise but
unreliable (c) Biased
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Study case

(a) The location of the Aipe
catchment, Colombia.[5]

(b) The Water balance of Aipe
catchment.
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Study case, Time series

Figure: Time series from Aipe catchment
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Performance metrics

Table: Deterministic and probabilistic performance metrics of the raw
prediction, MCMC and ABC post-processor for the Aipe catchment.

Calibration Validation
Performance Raw Post-processing Raw Post-processing

metric prediction MCMC ABC prediction MCMC ABC
NSE 0.165 0.669 0.671 0.571 0.777 0.773
KGE 0.527 0.769 0.764 0.637 0.757 0.744

Reliability 0.996 0.996 0.993 0.993
Precision 2.403 2.306 2.581 2.500

K-S test (p-value) 0.465 0.750 0.132 0.223
95% exceed ratio (ER95) 88.33 88.89 94.44 94.44
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Uncertainty Band MCMC post-processor

Figure: Conditional predictive uncertainty from MCMC
post-processor on the Aipe catchment (left). PP-plot of the
conditional predictive distribution (right). 10 / 15
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Uncertainty Band ABC post-processor

Figure: Conditional predictive uncertainty from ABC post-processor
on the Aipe catchment (left). PP-plot of the conditional predictive
distribution (right). 11 / 15



Introduction

Methodology

Results

Conclusion

Conclusion

The results show that ABC post-processor as similar
performance as the MCMC algorithm regarding forecasting
metrics. However, the ABC post-processor just used a
summary statistics to quantify the conditional predictive
uncertainty. Therefore, ABC post-processor has potential
in situations where we do not have a hydrological time
series. For example, ungauged catchments or climate
change impact studies (work in progress).
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